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Introduction

The artistic language reflects not only the linguistic competence of the author, and the
advantages of using one or another language constructs and words over, but also features of
the national language (Kulchystkyi, 2017). Quantitative analysis is used to study author’s style
to avoid methodological mistakes frequently caused by researcher’s subjectivity in giving
examples for a suggested hypothesis.

Corpus and statistical approach in linguistic research

Development of Text Corpus leads to increased efficiency in linguistic processing of
large text databases. Text corpus provides great opportunities for conducting various linguistic
studies of the language system. A corpus is “a collection of pieces of language text in
electronic form” (Sinclair, 2004: 19), meanwhile, text is “natural language used for
communication, whether it is realized in speech or in writing” (Biber & Conrad, 2009: 5).
Corpus linguistic research offers strong support for the idea that language variation is
systematic and can be described using empirical, quantitative methods. Text corpus is used to
perform statistical analysis and hypothesis testing, checking occurrences or validating
linguistic rules. Text corpus is electronically processed in text analytical tools and possesses
useful statistical information such as number of word types, frequency, co-occurrences (Biber
& Conrad, 2009).

Statistical methods are important and reliable tool for linguistic data analysis in modern
linguistics. In addition, quantitative methods ensure reliability of results, allow to reveal
language units and text structure properties, the research that would be impossible without
statistical studies. The fact that language itself is a complex system subordinated to the laws
of statistics proves the necessity of using statistical methods in linguistics (Perebyinis, 1967).

92



PERIODYK NAUKOWY AKADEMII POLONUNEJ 37 (2019)nr6

Collocation as lingual / language system unit

The object of our study is a collocation in R. Ivanychuk’s Text Corpus. There are
different approaches to definition of the term ‘collocation’. Sometimes the ‘collocation’ is
used as a synonym of a word combination, sometimes as a special type of a set phrase. In
corpus linguistics the ‘collocation’ is the word combination used in the text together more
often, than used at random probability separately, in other words collocations are understood
as statistically determined set phrases. S.Evert suggests the following definition: “A
collocation is a word combination whose semantic and syntactic properties can’t be fully
predicted on the basis of information about its constituents and which therefore should be
added to the dictionary (lexicon)” (Evert, 2004: 17). The text corpus and tools of corpus
linguistics make possible to identify and expand the lexical fund of set phrases of various
types and peculiarities of their use (Zakharov, 2015).

It is known that “the language system is probabilistic, and frequency in a text is an
illustration of grammatical probability” (Halliday, 1991: 31). This suggests that words in
speech are subordinated to grammatical rules of language and aren’t used arbitrarily in a
language flow.

One of the main approaches of working with corpus data is to study collocations is
concordance — Text Corpus lines representing the word in context. Concordance lines are the
source of information about patterns of usage of word (node) and the connection between
other words (collocate).

Statistics to study collocations in Text Corpus

In computational linguistics the term ‘collocation’ is defined as 'statistically stable
word combination” (Khokhlova, 2010: 8). The most basic corpus-based statistics are the
absolute frequency and the relative frequency of some phenomenon. The absolute frequency
(co-occurrences) is a number of times that a value appears, the sum of the absolute
frequencies is equal to the total number of word types in Text Corpus. At the same time the
relative frequency is an estimate of the probability of a given phenomenon in the language.

In addition, collocations are studied by means of mathematical criteria — statistical
association measures, which are based on probability theory and mathematical statistics.
Association measures are mathematical formulas determining the strength of association
between two or more words based on their occurrences and co-occurrences in a text corpus. It
is known that T-score extracts most frequent collocations. On the contrary, the MI-score
allows to reveal low-frequency multiword terms and proper names. These measures play an
important role in the automatic extraction of collocations.

Lexical association measures are applied to a key word (node) occurrence and context
statistics extracted from the corpus for all collocation candidates and result in their association
scores. On the top of the list are word combinations that are assumed to have the greatest
association with each other and, consequently, be the most probable collocation candidates.
The frequency of joint occurrence of a key word (node) and its collocate is taken into
consideration (Zakharov, 2015).

Statistical methods allow to obtain reliable statistics data of lexical unit compatibility
based on Text Corpus, to study lexical units in context, to obtain data on frequency of words,
lemmas, grammatical categories, co-occurrences of lexical units, compatibility peculiarities.
In addition, search results can be ranked by different parameters and we are able to set
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threshold values making possible to obtain meaningful information (Khokhlova, 2010: 66).
The co-occurrence is associated with the frequency of individual components of the
collocation.

Statistical research of collocations with the concept JOY in R. Ivanychuk’s Text Corpus

Author’s vocabulary research allows to describe the lexical arsenal of writer’s idiolect
and will make possible to identify his texts among others. Words marking emotion are one of
the key factors in the comprehension of author’s language and his personality.

Valuable information about idiolect specificity is represented by word frequency
analysis. Collocation study provides important information about author’s style peculiarities
but collocation research in fiction is insufficiently studied in Ukrainian linguistics.

Corpus for the study contains texts by R. Ivanychuk, a Ukrainian writer (1929-2016);
16 historical novels and 1 historical trilogy (1962-2016) with 1,295 million words analyzed
(«Kpait 6utoro musixy», «ManeBuy, «Hepiaene BUHO», «MaHyCKpUNT 3 Byauni Pycbkoiy,
«Boga 3 xamenro», «UerBeptuid Bumip», «lllpamu Ha ckami», «XKypaBmuHuii kpuk», «bo
BiifHa BiifHOIO», «Oppaa, €anrmie Big Tomu», «BorHenHi croBmm», «Cakcayn y HiCKax»,
<<qepes IepeBam», «XpeCHa Ipo1Ia», «["onocu 3-Hald BOJ FeHicapeTa», «A e HE mucaB Mpo
JloubGacy).

In this study word combinations with the concept JOY are described and extracted by
means of the Ukrainian corpora ‘GRAK’ and Collocation tool of the NoSketch Engine
system, association measures such as T-score and MI are used to study collocations.

In R. Ivanychuk’s idiolect the collocations were described and analyzed by means of
absolute and relative frequency, association measures T-score and MI-score. In our research
the following frequencies are taken into consideration: > 2 frequency for Ml-score, and >12
frequency for for T-score. The absolute frequency of lemma JOY is 278 word types (hode)
and the relative frequency is 2,15*10* in R. Ivanychuk’s Text Corpus.

The most frequent collocations correspond to high frequency constructs according to
the T-score: i padicms / padicme i, 6i0 padocmi, éeruxa padicms, 3 padocmi / 3 padicmio,
padicmo 6i0, 0 padocmi, civosu padocmi. These word combinations are used by the writer
subconsciously and serve as a basis for identification of author’s texts.

Collocations extracted by MI-score are the less frequent combinations, in their turn,
they are individual set phrases illustrating the author’s idiolect and can be served as indicator
of writer’s text attribution: samenaunaca padicmo, nionenvka padicmv, CKpUMHA padicme,
He3MIpHa padicmb, NPUMIYMAI08amu padicms etc.

The study of collocations with the concept JOY in R. Ivanychuk Text Corpus

The research shows that the concept JOY is presented in various structural-semantic
forms in R.Ivanychuk’s Text Corpus. High frequency collocations are grammatical
constructions without any special semantic coloring, but they can serve as formal indicators in
the author's text study. For example, constructions with a preposition — Prep + JOY / JOY +
Prep: 6io paoocmi, 3 padocmi, 3 padicmro, 3a padicme, 018 paoocmi, HA padicmb, 6i0
paoocmi, y paoocmi, nicisi padocmi, padicms nepeo, padicmv 6i0, padicmuv 3a, 3amMicmb
paodocmi, 00 padocmi; constructions with a coordinating conjunction — Conj + JOY / JOY +
Conj: i padicms, padicme i, padicme i, U padicme, padicme uu, padicms ado; constructions
with a particle Partic + JOY / JOY + Patric: ni padicme, ne padicms, ni padocmi, mo padicme,
Oinvue padocmi, CMinbKU padocmi.
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Table 1
Most probable collocates for JOY extracted by means of T-score
Collocates Collocations T-score f':;%SSéﬁg fiﬂsgr\\/gy
BIJI BiJl paJ0CTi, paaicTh Bij 4539 22 1.7*10°
i i pamicTh, i pamicTs 4.387 28 2.2*10°
3 3 paJIoCTi, 3 PAIICTIO, PAIICTh 3 3.875 20 1.5*10°
i f pajiicTh, pamicTs i 3.468 15 1.2*10°
BEJIUKUI BEJMKA PadicTh 3.084 10 7.7*10°
CIBO3H CIIbO3H PaIOCTi 2.223 5 3.9*%106
HE3MIpHHHA HE3MipHa PallicTh 1.999 4 3.1*10°®
TBOPCHHS pamicTb TBOPSHHS 1.997 4 3.1*10°®
OypxIuBHUH OypxJIMBa pagicTh 1.997 4 3.1*10°6
TUXUN THXa PadiCTh 1.992 4 3.1*10°6
TUIS IS pamocTi 1.954 5 3.9*%106
nepeIdyTTs MepedyTTa parocTi 1.729 3 2.3*10°®
OyiHMIA OyitHa panicTh 1.729 3 2.3*10®
HOBHUI HOBA PajicTh 1.727 3 2.3*10°
CTaBaTU panicTh cTana 1.708 3 2.3*10°
Hi Hi pajocTi 1.575 3 2.3*10°
XBWINHHUM XBWJIMHHA PasliCTh 1.413 2 1.5*10°
30JIUCHYTH 30JIMCHYTH PAJICTIO 1.413 2 1.5*%10
OTOPHYTH paaicTh OropHYJIa 1.413 2 1.5*%10
MPUXOBATH MIPUXOBATH PATICTh 1.410 2 1.5*%10
Oe3MEXHUI 0e3MexHa paaicTh 1.410 2 1.5*10°6
IaJeHUM IIajeHa paaicTb 1.409 2 1.5*10°
OXOIUTH pamicTh OXOIUIa 1.408 2 1.5*10°6
Mi3HATH Mi3HATH PAdiCTh 1.408 2 1.5*10°
BOJIA pamicTh BOJI 1.398 2 1.5*106
nepeMora pamicTh epeMoTd 1.397 2 1.5*%106
HOYyTTS HOYyTTS PagoCTi 1.390 2 1.5*10°
3a pamicTh 3a, 3a pajicTh 1.388 4 3.1*10%
CIIpaBXHii CIIPaBXKHsI PajiCTh 1.377 2 1.5*10°
JIIOICHEKHMI JIIOJIChKA PaaicTh 1.374 2 1.5*106
o0aYnTH MOOAYUTH PATICTh 1.333 2 1.5*106
nepex pajicThb 1epes 1.294 2 1.5*10°
qu panicTb un 1.084 2 1.5*106
TO TO PamicTh 1.064 2 1.5*106
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Table 2
Most probable collocates for JOY extracted by means of MI-score
Collocates Collocations Ml-score fAbsqute Relative
requency | frequency
3aTEITUTHCS 3aTeILTHIIacs pajlicTh 15.525 1 7.7%107
M VIEHbKU I ITiJICHbKA PaJliCTh 14.464 1 7.7*%107
CKPUTHUIH CKPUTHA PajicTh 13.577 1 7.7%107
HEe3MIpHUit He3MipHa pajlicTh 13.048 4 3.1*10°
[IPUTIIYMJIIOBATH MIPUTIIYMJIIOBATH PadicTh 12.892 1 7.7%107
pO3KasiHHS pajiicTh PO3KAsIHHS 12.474 1 7.7%107
BMICTHIIMILIE BMICTHJIHMIIE PAJIOCTI 12.178 1 7.7*%107
3JIOBTIIHU 3JI0BTIlIIHA PaJIiCTh 12.130 1 7.7%107
BIIIUTH BJIJIMTH PaIOCTI 12.123 1 7.7%107
XBUJIMHHUHI XBHJIMHHA PajlicTh 12.067 2 1.5*10°

Prepositional phrases are divided into two semantic groups: collocations referring to
CAUSE — 6i0 padocmi, 3 padocmi, 3 padicmro, 3a padicms, 05k padocmi, Ha padicmy, 6i0
paodocmi, 00 paoocmi; collocations referring to LOCUS — y padocmi, zamicme padocmi,
nicas padocmi, padicms neped. (15) Collocations including a coordinating conjunction are
presented by combination of JOY with both positive and negative emotions words: padicme i
neyanw, padicmo i myea, padicmy i myka, 6inb i padicms, padicms i 6inb, 31004 i padicme,
padicme i naad, mpusoea i padicme, 30UBY8aHHs I padicmv, 30U8YEAHHA MA pPaAdichb,
padicmb [ 30u8ysanus, nooug i padicmv, padicmv i 3a00601eHHA, mypboma i padicmo,
padicmy i HAOIs.

Constructs Adj + JOY are used to describe the emotion by numerous attributes —
genuKa padicmy, OYpxXIUBa padicmy, Muxa padicms, He3MIpHA padicms, OVIHA padicms, HOBA
padicmp, 6e3medcHa padicmsp, JHOOCbKA padicmbv, HAOMIPHA padicmb, HeBUMOBHA pPAadicmb,
CNpaexCcHsa padicmv, waieHa padicms, XGUIUHHA padicmb, Oe3MIpHa padicmb, OEeHmeiCHA
padicmy, eCHAHA padicmyv, 8CEHAPOOHA PAdicmb, 8eaUKA padicmb, 0apo8ana padicms, OUEHA
padicmb, Oumsua padicmv, €0uUHa padicmv, 3amaeHa padicmv, 3100HA  padicmo,
MamepuncvKka padicmu, padicmv MUMmMesd, Moaooeua padicms, MIOCHA padicmbv, Hebysana
padicmyb, Hecnodisana padicmv, HECMPUMHA PAJICMb, Hewy8aHa padicmy, HUHIWHA padicmb,
ocmanus padicms, nepeduacHa padicmev, nepuia padicmv, RIOAEHbKA padicmbv, NOOIOHA
padicmb, nopusucma paodicmv, NPUXOBAHA pAdicmb, HOBHA padicmb, PAHHSA PAiCHMb,
cnodisana padicme, xsunesa padicms, xaon’sua padicmwu. TO indicate the intensity of
attributives the writer uses such adjectives as: wecmpumna, wanena, nopusucma, nesmipua,
Oe3mipHa, HegUMOGHA, Oe3MedcHa, HAOMIpHA, Heuy8anda, MIOCHa, OyiHa, 6enmedcna; 10
express a negative connotation of the node: zr06mna, nionensvra; to express the meaning of
mystery: cxpumna, nomaemna, 3amacena; to highlight the time flow — xBuiesa, murTeBa
romro. It is important to note that the collocation niorensxa padicme is unique in the
Ukrainian corpora ‘GRAK’ as well as in Ukrainian fiction literature.

In order to describe the emotion the writer uses phrases including verb, noun,
preposition (or without preposition) V + JOY /JOY + V / V+ Prep + JOY that are typical of
Ukrainian language: naiaxamu 3 padocmi, siouymu padicme, dasamu padicme, 301uUcHymu
padicmro, nizHamu padicme, npuxosamu padicms, nobauumu padicms, padicms OXOnuid,
padicms  020pHYIA, Oapy8amu padicme, 3a20piMucs paodicmio, 3amMeniuiace padicmo,
30auUCKygamu padicmio, 3HAxXo0umu padicms, NPUHOCUMU pPAdicmb, NOO0Apyeamu paodichv,
NPUMIYMAOEAMU padicms, padicme HABir8amu, po30iiumu padicmy, CRALAXHYMU PAJiCmio,
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npobusanucs padicms, npuxooums padicme, padicmv OiUMana, padicms 3ambMapiosamu,
ickpunacs padicmo, padicme O00HSNACL, PAOOCMI He NPUHOCUMU, PAdiCMb NOBHUNACS,
padicme npouHsna, padicmv SWyXid, padicmev 3aceimuiacs, padicme He 30aucia, padicms
yeiiuiia, padicme ynaia, padicme weszna. The concept JOY may serve as a subject or as an
object.

The concept JOY is observed in noun collocations in which the node can be used in
nominative as well as in genitive and accusative cases: N + N: JOYnom + N — padicme
BUBIIbHEHHSA, padicmb 003pieaHHs, padicms 3auamms, padicms 3HAXIOKU, padicmb HOB020
OHsl, padicmb OuUWeHHs, padicmb noosuzy, padicms KOXAHHA, padicmbv OCAAHHA, paodicmy
meopenns, padicmov mpiym@y; N + JOYgen. — cavo3u padocmi, nepeduymms paoocmi,
nouymmsa paodocmi, Opibka padocmi, padicms 607, padicmb nepemocu, GUHO pPadocmi,
emicmuauwe padocmi, Mumsv padocmi, HOMKA paoocmi, Nia4 paodocmi, nepeouymms
paoocmu, npunaue padocmi, NPooIUCKU padocmi, cnaiax padocmi, cnodieants paoocmu; N
+ JOYacus. — Hanosnenicmv padicmio. The collocations with the meaning LOCUS are
assigned among the described structural forms: npuxosana paodicms, npuxosamu padicme,
3aMenuIach padicms, 3HAX0OUMU padicms, NPUMIYMIIO8AMU padicms, padicmsv HAGIIO8AMU,
cnanaxwymu paoicmio, npoousanucs padicms, NPUXoOums padicms, padocmi He NPUHOCUMU,
paoicms NOGHUNACA, padicmb NPOUHANA, padicmsy Yeitiuina, padicms ynana, padicms wesnd,
emicmunuwe padocmi.In linguistics a metaphor is a phenomenon of fiction literature making
the author’s style individual and original. Today metaphor is studied in the framework of
cognitive linguistics. Cognitive linguistics research began with the publication of G. Lakoff
and M. Johnson “Metaphors We Live By”. In their view the essence of metaphor is
understanding and experiencing one kind of thing in terms of another (Lakoff & Johnson,
1980: 5). G. Lakoff and M. Johnson come to a conclusion that a metaphor unites reason and
imagination, creating an imaginative reality. Moreover, metaphors bring about the changes in
the ways the world is perceived, and these conceptual changes often bring about the changes
in the ways we act in the world, accepts Mac Cormac (Mac Cormac, 1985: 149). According to
the new theory, metaphor is considered as a fundamental cognitive process, as a basic schema
'by which people conceptualize their experience and the external world' (Gibbs, 1994: 1), so
the source of metaphoric language is in thought, in the organization of our conceptual
system.The use of figurative expressions is observed in R. lvanychuk’s texts ¢io padocmi
BAXAUHAMUCS, 3aNJecKamu 3 padocmi, 3ampycumucsi 6i0 padocmi, NPosiCHIMuU 8i0 padocmi,
cnanaxwymu 6i0 padocmi, wianenimu 00 padocmi ;00 mycKy i0uy8 padicms 6iHHO20 HCUmMms,
3 21CypOOI0 padicmsb 0OHALACL, V0OPO — MO PaAdicmb, M'AUUK MOA0O0eUoi padocmu, padicms
NOBHUNACS CMITUBICMIO, padicmb 3aMbMAPIOBANd OYMKA, YMUMUCS CIbO3AMU padocmi,
CROOIBAHHS PAdOCmu 8I0 Npayi, HANOBHIOBAMU GUHOM PAOOCMI, mMuxa padicmv OIUMAId,
npumaimu 3 padocmi, doHeyvke Hebo emiwanocs ixuvolo padicmio. Somatic metaphors are
frequently used in writer’s Text Corpus with such somatic markers as EYES, FACE, CHEST,
SOUL, HEART: oui 36aucnyau padicmio, 36auckyioms paodicmio oui, 20psimv WANEeHONO
padicmio oui, padicmev Ynaua CeimioM Ha 0OnuYYsd, 8 0uax 3amepexmiia padicmov, oyi
3aeopinucs padicmioo, padicms 3AC8IMUMbCA KOTUWHIMY OICUKAMU 8 MEMHUX OYAX, 8 OUaX
ickpunacs padicms, padicms He 301UCIA HA U020 0OAUYYL, HATUMI padicmio i 30UBYEAHHIM
oul.

Conclusions and suggestions

Author’s idiolect was studied from the point of view of language system (lexical and
semantic structure) and by means of statistical parameters. As a result, it turned out that high
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frequency collocations are Prep + JOY/ JOY + Prep and Conj + JOY / JOY + Conj;
collocations Adj + JOY present numerous attributes; verbal and noun collocations V + JOY /
JOY + V / V+ Prep + JOY / JOY + N/ N + JOY demonstrate a big variety of collocates.
Nominal and verbal constructs can possess direct and figurative meaning, meanwhile, among
metaphors somatic metaphors are observed.

The research results are represented by a list of collocates (collocations) organized
according to absolute and relative frequency and association measures such as T-score and
Mil-score. High frequency collocations according to absolute frequency possess high values of
T-score, meanwhile, MI-score demonstrates high values for low frequency collocations.
Consequently, T-score gives an opportunity to release the most frequent word combinations
that can be used as formal indicators of writer’s texts; MI-score allows to find individual even
unique constructions that are typical of author’s idiolect. Quantitative analysis used in idiolect
study allows to avoid methodological mistakes frequently caused by researcher’s subjectivity.
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