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Summary
The redundancy and average word length correlation in French texts have been researched. 

This correlation has been evaluated on the basis of analysis of entropy, redundancy and average 
word length for literary, scientific, and publicistic texts. It has been revealed that the variability 
of text redundancy correlates well with the variability of average word length, if calculating 
the average word length of an individual text we exclude the length of words belonging to the 
exponential tail of entropy curve. In this regard it is proposed to distinguish between two aver-
age word lengths of text: the average length of a word belonging to the exponentially decaying 
tail of entropy and the average length of a word not belonging to the exponential tail of entropy.
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1. Introduction

Natural language is a complex system with a hierarchical structure, number of set rules 
and internal connections. To solve the present day problems of linguistics, in particular, quanti-
tative ones, it appears to be important the study of regularities reflecting the inner properties or 
structure of a natural language.

In great number of linguistic researches (Zipf, 1949; Miller et al., 1958; Mikros 
et al., 2005; Köhler, 2005; Strauss et al., 2007; Popescu et al., 2013 and others) the word fre-
quency, its length (or their correlation: Zipf’s law) have been investigated and some regularities 
of words distribution in the texts of different functional styles, genres and various language case 
study revealed. In these researches it has been proved that text symbols distribution in terms of 
frequency is stated to be a stable characteristic neither that of the author nor the subject area of 
a text, but of a language.

Redundancy and word length (or the correlation of frequency and word length) as sep-
arate objects of research have been under analysis in many scientific works (Shannon, 1948; 
Zipf, 1949; Miller, 1958; Newmann, 1960; Arapov, 1988; Grzybek et al., 2005; Guerrero, 2005; 
Köhler, 2005; Strauss et al., 2007; Grudeva, 2010; Kalimeri et al., 2012; Kalimeri et al., 2015; 
Alontseva, Ermoshin, 2019). However, the relation between these characteristics hasn’t been 
studied enough yet. 

The present paper intends to investigate the average word length and text redundancy 
correlation regularities based on French case study. 

We suggest the average word length of a text consists of two lengths and in assessing 
entropy and text redundancy it is important to take account of not one average word length, 
but two. To test this hypothesis, we have studied the variability of average word length and 
redundancy versus maximum entropy of text, which in information theory is understood as 
information capacity of a message. 
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It should be noted that the researchers M. Kalimeri et al. (Kalimeri et al., 2012) comparing 
texts of different genres and in different languages, also differentiate words related and not related 
to the exponential tail of n-grams (words) relative frequency, taking into account their size (number 
of letters in a word). We will refer to this work in details while discussing the results of our research.

To study the regularities in frequency and word length distribution, many researchers 
refer to methods of information theory, which primarily was created to solve diverse practical 
tasks, in particular to calculate the system effectiveness for rendering information and increase 
the amount of information. Herewith, researchers made their attempts to apply math theory of 
information to literary, scientific and publicistic texts.

In present work informational entropy, redundancy and word length regarded as basic 
notions in information theory are also considered to be text characteristics.

Using linguistic redundancy C. Shannon measured the volume of information contained 
in different messages. Redundancy has many interpretations and in information theory is con-
sidered as the excessive information (in other words repeated or unnecessary information), 
defined as percentage content of excessive information in the texts of a given language. Shan-
non defined redundancy as the difference between the entropy of the messages actually trans-
mitted and the maximum entropy that the channel could transmit. The simplest cause of this 
difference is probability distribution of message elements (e.g. letters, words, etc.).

Redundancy means that information may be discarded from the text without the harm 
to its meaning and easily restored as it is determined by the structure of the language itself. 
In connection with this fact redundancy can’t be considered as the phenomenon of language 
imperfection or incompleteness of a message structure. Any text can have redundancy in any 
natural language and depending upon the type of a message the degree of redundancy can 
vary as well. Redundancy is in existence on all levels of a language (Dubois et al., 1970; 
Martinet, 1991; Gillette, Wit, 1999; Grudeva, 2008), beginning with letters, and words up to a 
text and can be used as a measure of knowledge of a language and its culture by a person (Raatz, 
Klein-Braley, 1981). Namely language redundancy assists to text easily recreation, even if it’s 
not complete or contains a great number of errors. In this connection a lot of researchers con-
sider language redundancy to be one of the factors increasing the reliability of received infor-
mation. It is worth noting that despite numerous definitions of redundancy, linguistic redun-
dancy is mainly defined from the point of view of information communication.

The correlation of redundancy and average word length is important to consider when 
transmitting information over communication channels for which messages are a coherence of 
letters that form words and phrases having a certain meaning. In this regard, we define the word 
size as a number of letters. It is also important to mention that in this case the message source 
is completely subordinated to the statistical structure of a language conveying the message. 
By statistical structure we understand the relation between such text characteristics as average 
word length, the probabilities of one-, two-, three- and multi-letter combinations and others 
which specify the structure of a language.

2. Materials and Methods

French texts of different functional styles have been used as a source of materials for 
our research analysis: literary (Clavel, 1974; Gavalda, 2013), publicistic (Fulda, 2017; Laine, 
Feldman, 2018) and scientific (Barthes, 1972; Derrida, 1996). Entropy, redundancy and aver-
age word length of these texts have been studied when changing word size (measured as num-
ber of letters per word). 
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As many scientists do (Baker, 1951; Miller, 1958; Kalimeri et al., 2012 among others) 
we use the letters of an alphabet as a basic element for measuring word length. To estimate 
word frequency in text we have used the absolute frequency although some researchers as is, 
for instance, M.V. Arapov (Arapov, 1988), use a word rank.

We analyzed the texts based on the entropy of Claude Shannon H(p) (Shannon, 1951). 
It is a statistical parameter that measures the average amount of information per one letter of a 
language text:

H p p pi i
i

N

( ) log ( )��
�
� 2
1

,                                                  (1)

where pi is the probability of appearance of the i-th word, that is the relative frequency 
defined as:

p
n

Mi
i= ,                                                                (2)

here ni is the absolute frequency of appearance of the i-th; M is the total number of words 
in a text.

Meanwhile, informational entropy is defined as a measure of uncertainty or unpredict-
ability of information content. In equation (1), H(p) is measured in bits per letter.

The average word length Lm is defined as:
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where li is the length of i-th word (the number of letters in the word) and pi is its relative 
probability determined by the formula (2).

Redundancy is determined using classic formula, which C. Shannon called “redundancy 
of a language” (Shannon, 1948):

R
H

H
� �1

0

,                                                              (4)

In equation (4) H refers to entropy determined by formula (1), whereas H0 indicates max-
imum entropy (information capacity of the message) and is defined as H0 = log2(N).

To ensure the reliability of research findings, all punctuation marks and bibliographi-
cal references have been removed from the texts. Besides, we consider apostrophes as letters. 
We transformed hyphenated text occurrence such as “finit-elle” into separate words “finit” 
and “elle”.

The text processing technique includes sequential stages, the first three of which are 
presented in table 1, using the example of literary text “Pirates du Rhône” (Clavel, 1974). To 
change the average word length, we successively removed from the text the words beginning 
with the shortest one (i.e., one-letter words), then two-, three-, four-letter words, etc. In the 
interests of concision we give in this paper only the steps for removing one-letter (columns 4, 
5, 6) and two-letter words (columns 7, 8, 9).

Thus, we first estimated H0, H and Lm for the primary series (columns 1-3 in Table 1). 
At the next stage first row (i.e. all one-letter words) was removed and for the new series (col-
umns 4–6 in Table 1) H0, H and Lm were calculated again. Then next length words, i.e. two-letter 
words, were removed and the same calculations for H0, H and Lm (columns 7–9) were made. 
After that three-letter words got the same method and so on.

The lengths of words after each stage are as follows: L p li i
i

17
1

17

�
�
� , L p li i

i
16

2

17

�
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L p li i
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� . The word removal process is completed before the exponential tail 
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of the entropy (or relative frequency), in this case, before L p li i
i

5
13

17

�
�
� . As seen from table 1 with 

deleting of words different in length, i.e. words with different amount of letters change both 
average length and text entropy. This correlation is well illustrated on Figure 1, characterizing 
the relative frequency (Figure 1a) and entropy (Figure 1b) distribution for different N. For 
N = 17 the curves of relative frequency and entropy characterize the original text (unchanged), 
N = 16 – the text without one-letter words, N = 15 – the text without two-letter words, N = 14 
illustrate a text without three-letter words, etc.

From Figure 1 it can be seen that the change of the relative frequency transforms the 
slope of the curve (i.e. decay rate) and the text entropy, despite the fact that their distribu-
tion character remains unchanged. This also changes the average word length. Moreover, 
after the consecutive removal of words, the average length calculation was performed for 
points that are not placed on the exponential tail of the entropy curve. In Figure 1 these are 
the points which abscissas are equal to: 14, 15, 16, 17. These points stand out well on the 
entropy curve.
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 Figure 1. Relative frequency (a) and entropy (b) distribution versus word length  

for different values of N (for literary text “Pirates du Rhône”, B. Clavel, 1974)

The researches done by M. Kalimeri and others (Kalimeri et al., 2012) state the text 
entropy in different languages and functional styles differs if only account 5–10-letter words. 
These differences are not observed on more than 10-letter words (i.e. related to the exponential 
decay of the relative frequency). In fact, these authors' studies have also resulted in distin-
guishing between the word lengths related and not related to the exponential tail of the relative 
frequency (or entropy).

3. Results and Discussion

The idea of differentiating text words to the two types related and not related to the 
exponential tail of entropy brought to the necessity the study of redundancy R and average word 
length Lm variability depending on the maximum entropy H0. The choice of H0 as a parameter 
referring to which there are the changes of R and Lm are explained by the fact that in such a way 
all words have equiprobable distribution. The results of our research are shown in Figure 2 and 
Figure 3, which reflect variation of redundancy R and Lm depending on H0. 
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Variability of R and Lm has been studied taking into account (Figure 2) and not taking 
into account (Figure 3) the average word length relating to the exponential decay of entropy. 
On the figures R and Lm are presented in normalized relative units.
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 Figure 2. Redundancy R and average word length Lm variation versus H0,  

for different texts: a) literary (Clavel, 1974); b) scientific (Derrida, 1996)

Figure 2 demonstrates the dependences R(H0) and Lm(H0) taking account all average 
word lengths including words related to the exponential tail of entropy. These dependences 
are presented for literary (Figure 2a) and scientific (Figure 2b) texts. Figure 2 shows that in 
this case the dependences R(H0) and Lm(H0) demonstrate a different character of average word 
length and text redundancy distribution.

The dependences R(H0) and Lm(H0) for the case without taking into account average 
word lengths related to the exponential tail of entropy are presented in Figure 3. On this figure 
R(H0) and Lm(H0) have almost the same non-monotonous character and maximums. Herewith, 
the rise and the fall of the average length and redundancy occur in approximately the same 
part of H0.

Besides arranging the texts of different functional styles in the sequence: 1) literary (Fig-
ure 3a, 3b); 2) scientific (Figure 3c, 3d); 3) publicistic (Figure 3e, 3f) reveals the fact that the 
maximums of the curves for R and Lm shift towards larger values of H0. That is clearly expressed 
for redundancy.

Thus, comparison of Figure 2 and Figure 3 shows that the dependences R(H0) and Lm(H0) 
demonstrate the same character excluding words related to the entropy exponential tail from 
the calculation of average word length. Thereat, it seems appropriate to distinguish between 
two average word lengths of the text: the average word length related and not related to the 
exponential tail of entropy.

4. Conclusions and Suggestions

In the present article the relation of redundancy and average word length in literary, 
scientific and publicistic French texts has been studied. Variability of the text redundancy R 
correlates well with the variability of the average word length Lm of a individual text, if not 
taking into account the word lengths related to the exponential tail of entropy. Moreover, the 
dependences of redundancy and average length on the maximum entropy have almost the same 
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non-monotonous character and maximums. On this occasion it is preferable to distinguish aver-
age word lengths related and not related to the exponential tail of entropy.

Taking into account the identified patterns can be useful when assessing the text redun-
dancy, transferring information (text) over the communication channel, as well as modeling of 
informational entropy.
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 Figure 3. Texts redundancy R and average word length Lm variation  

without considering words related to the entropy exponential tail in dependence  
of the H0: a, b – literary; c, d – scientific; e, f – publicistic 
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In our opinion the coincidence of redundancy and average word length variability char-
acter makes possible to determine the range of word lengths (words consisting of letters of 
different numbers) that can be removed from the message (text) with the minimum damage 
to the meaning of the original text. Verification of this hypothesis comprises the prospect of 
further researches.
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